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Abstract: The proliferation of fake news (hoax) on social media is escalating and negatively
impacting society, ranging from causing confusion to disturbing social stability. This research
aims to build a hoax detection system based on Convolutional Neural Network (CNN) using
comment data from the X (Twitter) platform. The collected data totaled 5,534 comments, which
resulted in 4,117 comments after the preprocessing stage. The labeling process showed that the
majority of the data belonged to the hoax category (88.05%). The data was then divided into
training and testing sets for CNN model development. The evaluation results show a
performance with an accuracy 88.2%, precision 91.8%, recall 95.2%, and an F1-score 93.4%.
Furthermore, the model was successfully implemented into a Gradio-based web application.
This research proves that CNN is effective in classifying text-based hoax news and can be used
to improve the accuracy of hoax news identification.

Keywords: Hoax, Social Media, Deep Learning, X(Twitter), Convolutional Neural Network,
Text Comments.

Abstrak: Penyebaran berita palsu (hoaks) di media sosial semakin meningkat dan berdampak
negatif terhadap masyarakat, mulai dari menimbulkan kebingungan hingga mengganggu
stabilitas sosial. Penelitian ini bertujuan untuk membangun sistem deteksi berita hoaks berbasis
Convolutional Neural Network (CNN) dengan menggunakan data komentar dari platform X
(Twitter). Data yang terkumpul berjumlah 5.534 komentar, yang setelah tahap preprocessing
menghasilkan 4.117 komentar . Proses pelabelan menunjukkan bahwa mayoritas data termasuk
kategori hoaks (88,05%). Data kemudian dibagi menjadi data latih dan uji untuk pengembangan
model CNN. Hasil evaluasi menunjukkan performa dengan akurasi 88,2%, precision 91,8%,
recall 95,2%, serta F'l-score 93,4%. Selain itu, model ini berhasil diimplementasikan ke dalam
aplikasi web berbasis Gradio. Penelitian ini membuktikan bahwa CNN efektif dalam
mengklasifikasi berita hoaks berbasis teks dan dapat digunakan untuk meningkatkan
keakuratan identifikasi dalam berita hoaks.

Kata Kunci: Hoaks, Media Sosial, Deep Learning, X(Twitter), Convolutional Neural Network,
Komentar Teks.
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PENDAHULUAN

Berita palsu atau hoaks adalah masalah besar di zaman digital sekarang. Informasi yang
tidak benar sengaja disebarkan untuk menipu orang. Hoaks biasanya dibuat untuk tujuan buruk,
seperti menyesatkan pembaca agar percaya pada hal yang salah. Di Indonesia, rendahnya
kemampuan masyarakat dalam memahami media memperparah keadaan, karena banyak orang
tidak mengecek dulu kebenaran berita sebelum menyebarkannya. Akibatnya, informasi salah
bisa cepat menyebar, menimbulkan kebingungan, bahkan konflik yang bisa merusak persatuan
masyarakat (Rasidin et al., 2020).

Menurut data dari Kementerian Komunikasi dan Informatika, sepanjang tahun 2023 telah
ditangani 1.615 konten hoaks di media sosial, dan jumlah ini meningkat pada tahun 2024
dengan total 1.923 konten hoaks yang berhasil ditangani, termasuk 215 konten yang terdeteksi
hanya dalam bulan Oktober 2024. Penyebaran hoaks secara langsung berdampak buruk pada
masyarakat. Hoaks dapat merusak kepercayaan publik, memengaruhi pandangan masyarakat,
dan mengubah keputusan politik. Ketidakpastian dan kebingungan yang ditimbulkan oleh
hoaks dapat menyebabkan ketidakstabilan sosial dan politik secara luas (Rusdiyanti et al.,
2023).

Penyebaran berita palsu atau hoaks dapat menimbulkan berbagai kerugian bagi
masyarakat. Dampaknya mencakup kerugian ekonomi, gangguan dalam hubungan sosial, dan
masalah psikologis. Hoaks dapat menyebabkan kerugian materiil dan non-materiil,
memengaruhi kesehatan mental, serta mengikis kepercayaan masyarakat terhadap informasi
yang benar (Ula, 2020). Untuk mengatasi masalah penyebaran hoaks, penting untuk mengenali
berita palsu dengan cara yang efektif.

Salah satu metode yang efisien adalah menggunakan penerapan teknologi deep learning
untuk mengklasifikasikan teks. Teknik ini memungkinkan sistem untuk secara otomatis dan
cepat membedakan antara berita asli dan hoaks. Penelitian sebelumnya, seperti yang dilakukan
oleh (Ramadhan et al., 2024) menunjukkan bahwa implementasi Convolutional Neural
Network (CNN) dalam menklasifikasi berita hoaks mencapai akurasi lebih dari 90%, oleh
karena itu penggunaan metode CNN menjadi sangat relevan guna mengoptimalkan efisiensi
dan akurasi dalam pelaksanaan proses ini.

METODE

Metode Convolutional Neural Network (CNN) adalah cara yang efektif untuk mengenali
berita hoaks. CNN bekerja dengan baik dalam mengolah teks karena bisa menemukan pola dan
informasi penting secara efisien melalui lapisan konvolusi dan max pooling. Dengan
mempelajari arsitektur CNN dan cara menggabungkan fitur, diharapkan model bisa lebih akurat
dalam mendeteksi berita hoaks dan membantu mengurangi dampak buruk dari penyebaran
informasi yang salah(Tilasefana & Putra, 2023).

Hoaks

Hoaks merupakan informasi yang bersifat menyesatkan dan dapat berbeda dari
pemahaman individu dengan menyebarkan berita palsu seolah-olah valid. Hoaks dapat merusak
reputasi, kredibilitas, serta memengaruhi banyak orang. Hoaks bertujuan untuk menimbulkan
rasa tidak aman, ketidaknyamanan, serta kebingungan di tengah masyarakat. Dalam kondisi
bingung, masyarakat cenderung mengambil keputusan yang lemah, ragu-ragu, atau bahkan
keliru(Hamzah & Putri, 2020).

Natural Language Processing (NLP)

Natural language Processing(NLP) adalah bagian dari ilmu komputer dalam kecerdasan
buatan yang berfokus pada interaksi antara komputer dan bahasa manusia, seperti bahasa
Indonesia dan bahasa Inggris, serta memiliki keterkaitan yang erat dengan linguistic (Khalkia,
2023).
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Natural language Processing merupakan cabang ilmu yang mencakup komputer,
kecerdasan buatan, dan linguistik, dengan fokus pada interaksi antara komputer dan bahasa
alami manusia. Bahasa digunakan sebagai sarana komunikasi antarindividu, baik dalam bentuk
teks maupun suara(Prasetyo et al., 2021).
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Gambar 1. Natural Language Processing (NLP)

Analisis Penelitian

Penelitian ini bertujuan untuk memberikan arahan kepada peneliti sehingga setiap tahap
pelaksanaan penelitian dapat berjalan dengan lancar. Adapun berikut ini erupakan gambar alur
penelitian tersebut.
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Gambar 2. Alur Penelitian

HASIL DAN PEMBAHASAN

Setelah data diproses dan diklasifikasikan dengan metode Convolutional Neural Network
(CNN), langkah berikutnya adalah mengevaluasi hasilnya menggunakan confusion matrix.
Evaluasi ini bertujuan untuk melihat seberapa baik metode CNN dalam mengklasifikasikan
data.

Evaluasi Hasil

Dalam tahap evaluasi, setelah melalui proses pengolahan data uji menggunakan model
klasifikasi, didapatkan hasil prediksi di mana komentar hoaks diprediksi sebanyak 3625 data,
sementara komentar tidak hoaks diprediksi sebanyak 492 data.

Hasil Pengumpulan Data

Selama periode pengumpulan data untuk mengidentifikasi berita hoaks di platform media
sosial X atau Twitter pada tahun 2024, berhasil diperoleh sebanyak 5.534 komentar. Data
tersebut dikumpulkan sebagai bahan utama dalam penelitian ini, dengan tujuan untuk
menganalisis pola bahasa serta konten yang berpotensi mengandung informasi hoaks. Jumlah
komentar yang relatif besar ini diharapkan dapat memberikan gambaran yang representatif
mengenai karakteristik penyebaran berita hoaks di media sosial. Selain itu, data ini juga menjadi
dasar bagi tahap preprocessing dan implementasi algoritma klasifikasi yang digunakan dalam
penelitian.
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WordCloud
WordCloud dimanfaatkan untuk menganalisis serta menampilkan seberapa sering kata-

kata muncul dalam teks berita. Visualisasi ini membantu mengungkap topik-topik utama yang
sering muncul dalam berita hoaks maupun berita Tidak hoaks. Dengan menampilkan pola kata
yang khas dan sering muncul, WordCloud memudahkan proses dalam mengenali dan
membedakan kedua jenis berita tersebut. Gambar berikut menunjukkan hasil visualisasi

WordCloud untuk berita hoaks dan Tidak Hoax.

Gambar 3. source code WordCloud
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Gambar 4. WordCloud Berita Hoax
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Gambar 5. WordCloud Berita Tidak Hoax

Hasil Akurasi Model Algoritma CNN (Convolutional Neural Network).
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Model Accuracy Comparison
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Gambar 6. Hasil model Accurasy comparison Neural Network

Gambar diatas menampilkan grafik batang (bar chart) dengan judul Model Accuracy

Comparison. Grafik ini digunakan untuk menunjukkan tingkat akurasi dari model Neural
Network yang digunakan dalam penelitian atau pengujian. Sumbu Y (vertikal) menunjukkan
nilai Accuracy dengan rentang 0.0 hingga 1.0 (0% sampai 100%). Sumbu X (horizontal)
menunjukkan jenis model, yaitu Neural Network. Batang berwarna biru muda menggambarkan
nilai akurasi model tersebut. Nilai akurasi yang dicapai adalah 0.88 atau 88.2%. Model Neural
Network yang digunakan memiliki performa yang cukup baik dengan akurasi 88,2% dalam
melakukan prediksi atau klasifikasi. Angka ini menunjukkan bahwa dari seluruh data yang
diuji, sekitar 88 dari 100 prediksi yang dihasilkan model adalah benar.

Tabel 1. Hasil Confusion Matrix for Neural Network

Prediksi Prediksi

Hoax Tidak Hoax
Aktual Hoax 691(TP) 35(FN)
Aktual Tidak Hoax 62(FP) 36(TN)

Keterangan :

1

2.
3.
4.

TP (True Positive): 684 — Hoax yang diprediksi sebagai Hoax.

FN (False Negative): 43 — Hoax yang diprediksi sebagai Tidak Hoax.

FP (False Positive): 65 — Tidak Hoax yang diprediksi sebagai Hoax.

TN (True Negative): 32 — Tidak Hoax yang diprediksi sebagai Tidak Hoax.

Berikut adalah metrik evaluasi berdasarkan confusion matrix:

. Accuracy (Akurasi)

TP + TN

TP + TN + FP + FN
691 + 36 727

T 691+36+62+35 824

Accuracy =

= (0.882 (88.2%)

Artinya: Model berhasil memprediksi data dengan benar sebanyak 88.2% dari total data.

. Precision (Presisi)

Precision = ———T—l—)———

TP + FP
- 691 _ 691 ~ 0.918 (91.8%
= —691 62 = i = (). (€ l.b»(‘]

Artinya: Dari semua data yang diprediksi sebagai Hoax, sebanyak 91.8% adalah benar-benar
Hoax.
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3. Recall

r
TP + FN
691 691

== —— 52 (95.2%
691135 726 0.952 (95.2%)

Recall =

Artinya: Dari semua data Hoax yang sebenarnya, sebanyak 95.2% berhasil dikenali oleh
model.

4. Fi-Score

Fl— 2 x Precision x Reeall

Precision + Recall
_ 2x0.918 x 0.952 _ 1.747
T 0918+ 0952 1.870

= 0.934 (93.4%)

Artinya: F'I-score menggambarkan keseimbangan antara Precision dan Recall, dan model
mendapatkan skor sangat tinggi yaitu 93.4%. Berikut merupakan gambar hasil classificasion
report yang didapat dari hasil pengujian.

Classificotico Aeport for wewrsl Metwork:

precision recall fi-score support

hoax
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macro avy 024 000
waighted avg : 524 000

Gambar 7. Hasil Classificasion Report for Neural network

Deployment

Setelah mendapatkan model yang paling baik, langkah berikutnya adalah
memasukkannya ke dalam aplikasi web sederhana dengan bantuan Gradio. Gradio
memudahkan pengguna untuk menjalankan model tanpa perlu paham teknis yang rumit.
Dengan begitu, siapa pun bisa dengan mudah melihat hasil klasifikasi apakah sebuah berita
termasuk hoaks atau tidak hoaks, berdasarkan input yang dimasukkan. Berikut adalah contoh
hasilnya.
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Gambar 8. Hasil Indetifikasi Hoax
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Gambar 9. Hasil Indetifikasi Tidak Hoax
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KESIMPULAN

Berdasarkan hasil penelitian yang dilakukan, model klasifikasi berbasis Convolutional
Neural Network (CNN) berhasil menunjukkan performa yang sangat baik dalam
mengidentifikasi komentar hoaks dan tidak hoaks pada platform X (7witter). Dengan akurasi
sebesar 88,2%, model ini mampu memprediksi komentar secara tepat, didukung oleh nilai
precision sebesar 91,8%, recall sebesar 92,2%, dan Fl-score sebesar 93,4%. Nilai-nilai ini
mencerminkan kemampuan model dalam menyeimbangkan ketepatan dan kelengkapan dalam
klasifikasi.

Selain itu, proses deployment menggunakan Gradio berhasil menghadirkan antarmuka
web yang mudah digunakan oleh pengguna awam tanpa memerlukan keahlian teknis
mendalam. Hal ini memperluas jangkauan penggunaan model, terutama dalam membantu
masyarakat memverifikasi informasi dengan cepat dan efisien.
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